














"Kill", "Intend to Kill", "Kill Intentionally" – 
On the Knobe Effect and the semantics of intentional action. 

 
Paul Égré (CNRS, Institut Jean-Nicod) 

 
Abstract: In a series of recent papers, the philosopher and moral psychologist Joshua 

Knobe has brought to light an intriguing asymmetry in people's semantic judgments on the 
intentionality of specific actions in ordinary language. The asymmetry is now commonly 
referred to as “the Knobe Effect”. In one of Knobe's scenarios (Knobe, 2003b), Jake is 
described as a character trying to kill his aunt to inherit a certain amount of money: "One day, 
he sees his aunt walking by the window. He raises his rifle, gets her in the sights, and presses 
the trigger. But Jake isn't very good at using his rifle. His hand slips on the barrel of the gun, 
and the shot goes wild… Nonetheless, the bullet hits her directly in the heart. She dies 
instantly."  More than 90 percent of the subjects tested by Knobe answer positively to the 
question "did Jake intentionally kill his aunt?". However, less than 30 percent give a positive 
answer to the analogous question "did Jake intentionally kill the bull?" in a situation in which 
Jake is trying to shoot a bull to win a certain contest, and manages to hit it by the very same 
chancy process. 

While Knobe and his critics have emphasized the moral contrast between the scenarios 
and widely discussed whether the ordinary concept of intentional action does involve a moral 
component or not, they have said relatively little about the semantic analysis of the adverb 
"intentionally" proper. In further experiments, however, Knobe observed a semantic contrast 
between minimal pairs involving the expressions "intended to help" and "helped 
intentionally" (Knobe, 2004). Furthermore, Knobe distinguishes between a skill sense of 
"intentionally", and a moral sense of the word. In this paper I propose to examine into more 
detail the hypothesis that "intentionally", in "A intentionally did X", might indeed be 
ambiguous between two senses: a “bouletic” or “goal-directed” sense, according to which the 
agent's goal or motivation for his action(s) was to achieve X, and an “epistemic” or “action-
oriented” sense, whereby the agent could foresee or control that his action(s) would indeed 
achieve the result X. If correct, this analysis suggests that in the aunt's scenario, most people 
disambiguate the question by favouring the goal-oriented sense of "intentionally", while in the 
bull's scenario a majority of people refer to the action-oriented sense. In each occurrence, 
however, both senses should remain available, as suggested by the fact that judgments can 
diverge among speakers within each scenario. Like Adams and Steadman’s (2004a,b), the 
present account favors the view that “intentionally” is morally neutral, but that the 
disambiguation depends on pragmatic mechanisms influenced in part by moral considerations. 
I will discuss the question of the derivability of the ambiguity here postulated, and examine to 
what extent this analysis can be used to explain the results obtained by Knobe in other 
scenarios, in which the agent could perfectly foresee and thereby control a certain 
consequence of his action, but in which this specific consequence is a side-effect of his action, 
subordinated to a distinct goal. 
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Teleology and animacy in external arguments 
Raffaella Folli (University of Ulster) and Heidi Harley (University of Arizona) 
 
 
In this paper we consider a number of phenomena in English, and other languages 
(Italian, Greek, Russian) involving external arguments where prima facie animacy seems 
to constrain grammaticality. Our discussion comes to the conclusions that, at least in the 
cases under analysis, a more appropriate notion should be evoked, i,e. the notion of 
teleological capability and that the inherent abilities of an entity to participate in an event 
is at the basis of its grammatical occurrence. In particular, we argue that the notion of 
teleological capability is crucial in correctly diagnosing apparent animacy effects in the 
interaction of grammar and conceptual structure. The relevant notion which distinguishes 
Agents from Causers is the subject’s internal teleological capability of generating the 
event on their own, from start to finish—not the animacy of the subject. The two notions 
overlap in many cases, since there are many verbal events which can only be generated 
by animate entities, but in the case of verbal events which can be internally generated by 
inanimate entities, we see that the syntactic behavior of the external argument does not 
change. Conversely, Causers (again which maybe animate or inanimate) may trigger the 
initiation of an event, but do not exercise control over its unfolding, due to their 
teleological incapability.  
In the second part of the paper, we discuss cases where animacy seems to have a more 
properly syntactic effect. In relation to this, we present the proposal put forward in Folli 
and Harley (2005, 2007) according to which the v° which introduces the external 
arguments is different when the external argument is a Causer, rather than an Agent. In 
particular, little v comes in different flavours depending on two things, the external 
argument it introduces and the complement it takes. True Agent-selecting vDO may take a 
nominal complement, while the vCAUSE which can introduce Causer external arguments c-
selects for a small-clause complement. In the terms of the discussion here, vDO requires a 
teleologically-capable Agent argument in its specifier, while vCAUSE does not.  
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Two types of causal statements 
 
FiGS 2007, Paris, 18-20 january 2007. 
 
Max Kistler 
Université Paris X – Nanterre 
Institut Jean Nicod (CNRS) 
 
The philosophical debate about the nature of causation seems to have reached a dead end: 
each of several incompatible theories is defeated by counterexamples, while it overcomes 
problems that its competitors cannot solve. 
The aim of this metaphysical debate is twofold: a satisfactory account of causation should 
account for commonsense intuitions, as expressed in ordinary and scientific causal statements. 
But it must also provide a coherent picture of what makes those statements true. The price of 
coherence may be to judge literally false some intuitively correct causal statements. 
I suggest that the existence of equally plausible but incompatible theories of causation has its 
source in the conflict between two types of intuitions. Some causal judgments are justified by 
the intuition of nomic dependency, i.e. dependency of one state of affairs on another by virtue 
of laws of nature. Other causal judgments are made on the basis of a material influence or 
transmission between events. These two types of intuition lie behind the tension between an 
explanatory concept and a mechanistic conception of causation.  
In this talk, I show first that causal statements relating facts express the explanatory aspect of 
causation, and causal statements relating events express the mechanistic aspect. Second, I 
propose a framework that reconciles the two aspects and shows the logical relations between 
statements of the two sorts. Third, I analyze some types of causal statements that do not seem 
to fit in the proposed scheme: statements expressing interruption, triggering and omission. 
 























 
Young Children's Understanding of Ongoing vs. Completion 

in Imperfective and Perfective Participles 
 

Abstract 
In this talk, I will introduce results of the experiment that investigates how English 
speaking children interpret imperfective and perfective participles used attributively 
in a prenominal position, as in  'burning/burned candle'. These participles exhibit a 
pure aspectual distinction between ongoing and completion that is independent of the 
temporal entailments contributed by a finite verb. I will report results from 45 
children (1;6-6;8) who participated in an experiment investigating whether they know 
that the two types of adjectival participles are used to pick out different situations; 
namely, the imperfective participles map onto ongoing events and the perfective 
participles map onto completed events (Klein, 2004). We found that the elimination of 
the tense-aspect interaction resulted in an improved results compared to those in 
Wagner (2002). However, the results in this paper as well as those from Wagner’s 
(2002) study of grammatical aspect morphology both find that children do not master 
the aspectual distinction before around age 5 when object-related information is 
given—in the absence of agency cues. 











 

Causative constructions in Swedish and Dutch.  

 

A corpus-based syntactic-semantic study. 
 
 
Gudrun Rawoens 

Department of Nordic Studies 
Ghent University 
 
 
This poster contains a short presentation of my PhD-research on causative 
constructions in Dutch and Swedish (Rawoens, forthcoming). The structure of this 
presentation is threefold.  
 First, I give an overview of all possible linguistic expressions of causality in 
modern Swedish and Dutch, including both verbal and non-verbal expressions. The 
non-verbal expressions of causality contain a number of conjunctions (e.g. the 
Swedish därför att and the Dutch omdat ‘because’), adverbials (e.g. the Swedish 
därför and the Dutch daarom ‘therefore’) and prepositions or prepositional phrases 
(e.g. the Swedish till följd av or the Dutch als gevolg van ‘as a consequence of’). In 
some cases, no explicit causal marker is used even though causality is implied 
(asyndetic expressions). Among the verbal expressions of causality, a group of lexical 
and productive causative verbs can be discerned (cf Shibatani 1976). Lexical or 
synthetic causatives include verbs which have only one simplex form, such as the 
Swedish orsaka and the Dutch veroorzaken ‘cause’ or verbs such as the Swedish visa 
and the Dutch tonen ‘show’ and other formally unmarked causatives such as the 
Swedish smälta and the Dutch smelten ‘melt’ (see also Viberg 1980). The group of 
productive causatives contains periphrastic or analytical causative constructions 
(consisting of a causative verb plus a complement e.g. an infinitival complement) and 
morphological causatives (which are constructed by means of an affix). The latter are 
practically non-existent in Swedish and Dutch. 
 Second, I analyze the Swedish analytical causative constructions which consist 
of the verbs få, komma, ha, förmå and låta followed by an infinitival complement. I 
investigate the underlying syntactic and semantic factors that determine the actual 
choice of one construction over another in a particular (socio)linguistic context. This 
investigation is based on a corpus of Swedish press material taken from the 
Språkbanken corpora (40 million words). The data are analyzed both quantitatively 
and qualitatively. The quantitative analysis shows that the verbs få and låta are the 
most frequent causatives occurring in this type of construction. The verbs komma, ha 
and förmå can be considered as an alternative to få. However, their frequency is 
relatively low due to semantic and stylistic restrictions. It can be observed that none of 
these four verbs is interchangeable with låta since this causative covers a slightly 
different scale of meanings ranging from purely causative to permissive. In the 
qualitative part of the research I examine and analyze the semantic valency patterns of 
these constructions within the theoretical framework of functional grammar according 
to Dik (1997). An extension of Dik’s functional model is used to describe semantic 
properties of the main participants in these constructions: CAUSER, CAUSEE and 
AFFECTEE. It is shown that various causation types in the different analytical 
causative constructions are determined by these participants in combination with the 
nature of the verbs involved – both the causal predicate and the effected predicate. 



 Third, I analyze Dutch and Swedish analytical causative constructions from a 
contrastive perspective, based on the Swedish-Dutch parallel corpus (3 million words) 
(Rawoens 2003). An overview of the translation patterns is given (e.g. the Swedish 
translations of the Dutch causatives doen and laten and the Dutch translations of the 
Swedish causatives få, komma, ha, förmå and låta) and a number of hypotheses are 
tested. Special attention is given to the influence of language-specific features and 
translation strategies. One result from this investigation is that the relation between 
the analytical causative constructions and their translations is asymmetrical and that 
one-to-one relations do not represent the majority of the cases. Moreover, synthetic 
causatives appear to be more common in Swedish whereas Dutch uses more analytical 
causative constructions – especially with laten – and more non-verbal causal 
constructions such as prepositions and adverbials. 
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Logical Semantics for Causal Constructions 
Richmond Thomason, University of Michigan 
 
Montague's framework for semantic interpretation has always been less well 
adapted to the interpretation of words than of syntactic constructions.  In the 
late 1970s, David Dowty addressed this problem, concentrating on the 
interpretation of tense, aspect, inchoatives, and causatives in an extension of 
Montague's Intensional Logic.  In this paper I will try to revive this project, 
conceiving it as part of a larger task aiming at the interpretation of derivational 
morphology.  I will try to identity some obstacles arising in Dowty's approach, 
and will suggest an alternative approach that, while it does not provide a global  
interpretation of causality, seems to work well with a wide range of the causal 
constructions that are important in word formation. I try to relate these ideas to 
some themes in contemporary philosophy and in the formalization of 
commonsense reasoning. 



Force dynamics in causal meaning and reasoning 
Phillip Wolff, Emory University 
 
Most theories of causation specify the concept of CAUSE in terms of 
kinematics, that is, with respect to the observable properties of events. In 
contrast, the dynamics model, which is based on Talmy's (1988) theory of force 
dynamics, specifies causation in terms of dynamics: the invisible quantities that 
produce kinematic patterns. In the dynamics model, causation is characterized 
as a pattern of forces and a position vector. This model is supported by studies 
in which participants watched 3D animations generated from a physics 
simulator. In these experiments, the very same forces used to generate physical 
scenes were used as inputs into a computer model to predict how those scenes 
would be described. In a second line of experiments, the model is extended to 
sequences of events in which configurations of forces are linked together by 
their resultant vectors. As predicted by the model, people's overall descriptions 
of causal chains depended on the types of force configurations (e.g., CAUSE, 
PREVENT, NOT-ALLOW) from which the chains were composed. The model 
was able to predict when a causal chain could be described in more than one 
way, and to what degree. Thus, unlike any other model to date, the dynamics 
model offers an explanation of the relationship between deterministic and 
probabilistic causation, as well as of the semantics of several complex 
predicates. 




